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Active phase separations evade canonical thermodynamic descriptions and have thus challenged our
understanding of coexistence and interfacial phenomena. Considerable progress has been made towards a
nonequilibrium theoretical description of these traditionally thermodynamic concepts. Spatial parity
symmetry is conspicuously assumed in much of this progress, despite the ubiquity of chirality in
experimentally realized systems. In this Letter, we derive a theory for the phase coexistence and interfacial
fluctuations of a system that microscopically violates spatial parity. We find suppression of the phase
separation as chirality is increased as well as the development of steady-state currents tangential to the
interface dividing the phases. These odd flows are irrelevant to stationary interfacial properties, with
stability, capillary fluctuations, and surface area minimization determined entirely by the capillary surface
tension. Using large-scale Brownian dynamics simulations, we find excellent agreement with our
theoretical scaling predictions.
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Introduction—Active phase separation, a phenomenon
displayed by a broad array of systems ranging from the
internals of a living cell [1] to self-catalytic colloidal
surfers [2] and motile bacteria [3], has been a subject of
considerable recent interest in statistical physics, biology,
and soft matter. Both the phase behavior and interface
dividing the coexisting phases has been subject of many
intriguing findings ranging from odd-surface flows [4] to
propagating waves [5]. In particular, the interface dividing
motility induced phase separations (MIPS) [6] has been
associated with a negative mechanical surface tension [7],
which has sparked much controversy [8–10]. Considerable
recent progress has been made towards the derivation of
physically relevant surface tensions in phase separated
active systems [11–14]. Despite this progress, much of the
theoretical insights have tacitly assumed dynamics respect-
ing spatial parity—a symmetry that many active systems
violate. Whether arising from externally applied magnetic
fields [4], core biological behavior [15], or a helical nano-
motor geometry [16], these systems are inherently chiral.
While the theory surrounding odd-transport phenomena
that generically arises from chiral active systems is
increasingly well established [17–24], the phase behavior
and interfacial properties of such systems has remained
relatively unexplored.
In this Letter, we systematically derive the interfacial

dynamics of a chiral active interface beginning from
microscopic dynamics that violates both time reversal
symmetry and spatial parity. En route to doing so, we

develop a nonequilibrium mechanical description [25] of
chiral MIPS, finding that chirality raises the critical motility
for the onset of phase separation. Building on a number of
frameworks [13,14,26,27], we then derive an approximate
fluctuating hydrodynamic description of interacting chiral
active particles and ultimately the dynamics of a phase-
separated chiral active interface. These dynamics reveal the
microscopic definition for the capillary tension γcw, which
governs the stability of the interface, as well as the odd-
flow coefficient νodd which generates traveling waves at the
surface. Surprisingly, we find that the stationary statistics of
the interface are controlled exclusively by γcw while νodd
only affects dynamical correlations. Brownian dynamics
simulations of chiral active matter allow us to confirm these
theoretical predictions and the precise activity and chirality
dependencies of the observed phenomena.
Model system—We consider a two-dimensional (2D)

system of N interacting chiral active Brownian particles
(cABPs) [28–31] in which the time variation of the position
ri and (2D) orientation qi of the ith particle follow
overdamped Langevin equations:

ṙi ¼ Uoqi þ
1

ζ

XN
j≠i

Fij; ð1aÞ

q̇i ¼ ωo × qi þΩi × qi; ð1bÞ

where Fij is the (pairwise) interparticle force; Uo and ωo

are the intrinsic active speed and angular velocity, respec-
tively; ζ is the translational drag coefficient; and Ωi is a
stochastic angular velocity. In two dimensions, the only*Contact author: aomar@berkeley.edu
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component of ωo andΩi relevant to the dynamics of qi will
be that of the out-of-plane direction, which we describewith
unit vector ez. We can express ωo ¼ ωoez, with the sign of
ωo determining the handedness of the chiral dynamics. We
express Ωi as Ωiez, where Ωi has zero mean and variance
hΩiðtÞΩjðt0Þi ¼ 2DRδijδðt − t0Þ. Here, DR is the rotational
diffusivity, whichmay be athermal in origin, and is inversely
related to the orientational relaxation time τR ≡D−1

R .
Translational noise is neglected as our focus is to isolate
the role of chirality and activity [32]. When the pairwise
forces Fij are chosen such that particles effectively exclude
the area with diameter d, the system is fully characterized
by three dimensionless quantities: the overall area fraction
ϕ≡ ρπd2=4 (where ρ is the number density); the dimen-
sionlesss intrinsic run length, lo=d ¼ UoτR=d; and the ratio
of chiral and rotary diffusion timescales, χ ≡ ωoτR. We note
that this dimensionless measure of the chirality also has a
clear geometric interpretation. The intrinsic run length lo is
a measure of the persistence length of an ideal and achiral
active particle trajectory while Uo=jωoj is the radius of the
trajectory of an ideal particle in the absence of rotational
diffusion. The ratio of these two length scales is simply
lojωoj=Uo ≡ jχj. We recover the achiral ABP model in the
limit of χ → 0.
Phase coexistence of chiral active matter—

Understanding the bulk phase coexistence of a system
is prerequisite to understanding its interface. Here, we
formulate a nonequilibrium theory for the phase diagram
of cABPs following a recently proposed mechanical
framework [25]. As explicitly detailed in the Supplemental
Material [33], we derive the dynamics of the density field,
the relevant order parameter for fluid-fluid coexistence,
beginning from the N-body distribution of microstates
and Eq. (1) (see Appendix A). Just as for ABPs, the
microscopically derived mechanical balance for cABPs
consists of the conservative stress (σC) generated by
particle interactions and an active stress (σact) induced
by the active force with 0 ¼ ∇ · ðσC þ σactÞ. For repuslive
achiral ABPs, the active stress is the origin of the
mechanical instability that underlies MIPS [34,35].
Chiral dynamics directly alter the active stress by gen-
erating antisymmetric active stresses (much like chiral
active dumbbells [36]) for finite χ while also diminishing
the symmetric components.
While the total dynamic stress tensor Σ≡ σact þ σC is no

longer symmetric for finite χ (see Appendix B for our
derived expressions for Σ) this proves to be inconsequential
for macroscopic phase coexistence. We consider two
macroscopic coexisting phases with an interface which
(on average) has a normal direction parallel to ex and
translational invariance in the y direction. In this scenario,
only the symmetric contribution to the stress appears in the
static mechanical balance which reduces to 0 ¼ dΣxx=dx.
We can then invoke the recently derived mechanical
coexistence criteria [25]:

PðρliqÞ ¼ PðρgasÞ≡ Pcoexist; ð2aÞ
Z

ρgas

ρliq
½P − Pcoexist�EðρÞdρ ¼ 0; ð2bÞ

wherePðρÞ is the bulk contribution to the dynamic pressure,
and EðρÞ is determined from the interfacial contributions to
the dynamic pressure. Equation (2b) takes the form of a
“weighted-area” Maxwell construction [25,37,38].
With a precise form for PðρÞ and EðρÞ, we can use

Eq. (2) to determine the coexisting densities, ρliq and ρgas.
For cABPs we find (see Sec. 1.4 in the Supplemental
Material [33]):

PðρÞ ¼ pCðρÞ þ pactðρÞ; ð2cÞ

pactðρÞ ¼
ζUoloρŪðρÞ
2ð1þ χ2Þ ; ð2dÞ

EðρÞ ∼ �ŪðρÞ�−χ2

4

�
∂pC

∂ρ

�
1−χ2

4

; ð2eÞ

where pCðρÞ and pactðρÞ are the bulk contributions to the
conservative and active stresses, respectively. ŪðρÞ is
the dimensionless average active speed which ranges from
0 (interactions completely arrest particle motion) to 1
(particles move unimpeded with speed Uo) which depends
on the particle interactions and density. Both the dynamic
pressure and weighted-area construction variable reduce to
those recently found for ABPs [25] in the limit χ → 0, as
anticipated. To determine the qualitative impact of chirality,
we adopt forms of the equations of state that have either
been previously proposed (pC) or are similar to established
functions (Ū) for repulsive ABPs (the precise forms are
provided in Appendix C).
The phase diagram for cABPs is shown in Fig. 1(a) as a

function of activity for several values of χ. Increasing
chirality monotonically raises the critical activity indicating
that chirality acts to stabilize active fluids. This can be
immediately understood by examining the form for the
bulk dynamic pressure. For achiral ABPs, the nonmonontic
dependence of the active pressure is what gives rise toMIPS.
Chirality acts to reduce the impact of the active pressure
through the ð1þ χ2Þ factor present in Eq. (2d). Physically,
the active pressure can be thought of as a measure of the
effective persistence length of the particle trajectories with
pact ∝ ρζUoleff where leff ≡UoŪτR=ð1þ χ2Þ. While the
reduction in the effective run length arising from steric
interactions has a significant density dependence (crucial for
MIPS and reflected in Ū), increasing chirality uniformly
reduces leff for all densities. Increasing χ causes particles to
depart from their persistent trajectories and instead move in
increasingly tight orbits, diminishing the active pressure.
This quadratic rescaling of the effective run length with
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chirality is consistent with the analytical model of cABPs
proposed in Ref. [30]. Finally, we note that the persistence
motion ofABPs is what gives rise tomany of their intriguing
nonequilibrium behavior. In addition to MIPS, these behav-
iors include accumulation at boundaries [39] and inducing
repulsive depletion forces [40] between passive particles.
The reduction in effective run length with chirality may be a
useful perspective towards understanding why these behav-
iors can be altered through chirality [31].
Intriguingly, while the average density flux normal to the

interface must vanish in this stationary coexistence scenario
the tangential flux can remain finite. This stands in contrast
to passive systems and active systems with achiral dynam-
ics. While the flux associated with this density profile
is zero in the direction normal to the interface, the flux
tangential to the interface (i.e., parallel to ey) may be
nonzero when χ is finite. We can compute the spatial
tangential number density flux JtðxÞ≡ J · ey by first
numerically determining the complete spatial density pro-
file, φðxÞ [14]. We indeed find odd-tangential flows in the
vicinity of the interface [see Fig. 1(b)] and we thus expect
such flows to affect the interfacial dynamics, which existing
theories of active interfaces [13,14] have yet to account for.
It is important to note that finite tangential flux is permitted
in our theory, but in an experiment which enforces no flux
boundary conditions in all directions, the translational
invariance of the density profile will be lost in the tangential
direction, and details of the experimental geometry may
become crucial for understanding phase behavior.
Fluctuating hydrodynamics of chiral active matter—To

construct a theory for chiral interfacial dynamics, we first
build a fluctuating hydrodynamic [41,42] description of
cABPs [33]:

∂ρ

∂t
¼ −∇ · J; ð3aÞ

J ¼ 1

ζ
∇ · Σþ ηact; ð3bÞ

where ηact is a stochastic component of the flux with zero
mean and correlations:

hηactðr; tÞηactðr0; t0Þi ¼ 2
kBTact

ζ
ðρI − 2QÞ

× δðr0 − rÞδðt − t0Þ: ð4Þ

We note that the derivation of these dynamics has assumed
the magnitude of the flux jJj to be small. Here, kBTact ≡
ζUolo=2 is the athermal active energy scale and Q is the
traceless nematic order tensor, which is a closed function of
ρ within our approximations. Full expressions for the stress
tensor contributions are provided in Appendix B. It is worth
noting that the antisymmetric stress will affect the flux but
cannot affect the density field dynamics as two divergences
of any antisymmetric tensor must vanish. However, spatial
parity violating terms (e.g., terms proportional to ∂xρ∂yρ)
also arise in the symmetric stress which does impact the
density field dynamics [see Eq. (B2)].
Capillary fluctuations and odd-surface flows—Now that

we have described the flux-free phase separated states and
weak fluctuations of the stochastic density field, we are
now well-poised to probe dynamics of the interface. In
order to connect the fluctuations of the density field to that
of the interface, we introduce the linearizing ansatz
proposed by Bray et al. [26,27]:

ρðr; tÞ ¼ φ½x − hðyÞ�; ð5Þ

which assumes j∂yhj ≪ 1.
As demonstrated by Ref. [13] and recently applied to

microscopic systems [14], substitution of Eq. (5) into
Eqs. (3) and integration after multiplication by the appro-
priate Green’s function as well as the appropriate pseudo-
variable [43] results in a linearized Langevin equation
for the interfacial dynamics. This Fourier transformed
Langevin equation with k corresponding to a wave vector
parallel to ey (see Supplemental Material [33] and Ref. [14]
for details) is given by

ζeff
∂h
∂t

¼−k2jkjγcwh− ikjkjνoddhþξisoþξanisoþOðh2k3Þ;
ð6Þ

where ζeff is an effective drag, γcw is the capillary tension
[13,14], and we have introduced νodd, the odd-flow coef-
ficient. ξiso is a noise term originating from the isotropic
components of ηact with zero average and correlations:

hξisoðk; tÞξisoðk0; t0Þi ¼ 4πjkjðkBTactÞζeffδðkþ k0Þδðt − t0Þ:
ð7Þ

Full expressions for γcw, νodd, ζeff , (which are dependent
on k), and the correlations of ξaniso are provided in

FIG. 1. (a) Theoretical phase diagram of chiral ABPs for
selected values of χ. Stars indicate critical points. (b) Theoretical
steady-state JtðxÞ (units of Uo=ap where ap ¼ πd2=4 is the
particle area) for lo=d ¼ 125. JtðxÞ → 0 as χ → 0.

PHYSICAL REVIEW LETTERS 134, 068301 (2025)

068301-3



Appendix D. In the Supplemental Material [33] we include
plots of the k dependence of γcw, νodd, and ζeff .
Equation (6) differs from those derived by Refs. [13,14]

due to the complex term proportional to νodd, which couples
real and imaginary parts of hðkÞ, thus generating flows
determined by the sign of χ. However, the criteria for a
stable interface remains γcw > 0 [33]. In the long wave-
length limit (where ξaniso may be safely discarded [14]), the
stationary fluctuations of hðkÞ follow the familiar scaling of
capillary-wave theory with [33]

hjhðkÞj2i ¼ kBTactL
γcwk2

; ð8Þ

where L is the length of the system in the y dimension.
Additionally, in this long wavelength limit, the distribution
of capillary waves may be determined from the steady-state
Fokker-Planck equation [33,44] corresponding to Eq. (6):

P½hðkÞ� ∼ exp

"
−
k2γcw

�
Re
�
hðkÞ�2 þ Im

�
hðkÞ�2�

2LkBTact

#
: ð9Þ

Surprisingly, only the capillary tension γcw enters the
stationary statistics of hðkÞ. From Eqs. (8) and (9), one
can see that interfacial fluctuations of chiral active inter-
faces are well-described by a surface-area minimizing
Boltzmann distribution proportional to the interfacial stiff-
ness γcw=kBTact just as their achiral counterparts [13,14].
The odd-flow coefficient νodd, while crucial for describing
the traveling-wave dynamics of hðkÞ, is irrelevant to the
steady-state distribution governing the structure of hðkÞ.
However, the impact of νodd is evident in the power
spectrum which (for low k) takes the form

hjhðk;ωÞj2i ¼ 2jkjkBTactζeffLΓ
jkj6γ2cw þ ðωζeff þ kjkjνoddÞ2

; ð10Þ

where Γ is the total time duration of the observation
window.
Inspecting the full expression for γcw [see Eq. (D1)], we

find that its form is similar to that of parity-symmetric
active systems and therefore should obey similar scaling.
The primary influence of χ on the interfacial stiffness is
through its impact on the critical point. We therefore
compute γcwðk → 0Þ as a function of a reduced run length
λ≡ lo=lc

o − 1 (see Fig. 2), where the critical activity lc
o

now increases with χ. Guided by our theory, a complete
curve collapse is achieved upon normalization by kBTact as
shown in the Fig. 2 inset. Similarly, inspecting the form of
νodd [see Eq. (D2)] we find that it is linearly proportional to
χ. Evaluating νoddðk → 0Þ as a function of λ (included in
Fig. 2) also reveals a complete collapse of the odd-flow
coefficient upon normalization by χ.
Particle simulation data—Our theory predicts that the

breaking of spatial-parity symmetry (χ ≠ 0) results in

odd-surface flows at the MIPS interface and that these
odd-surface flows play no role in the stationary statistics
of hðkÞ, which is entirely controlled by the interfacial
stiffness γcw=kBTact. Further, we predict that chirality acts
to stabilize the homogeneous fluid, raising the critical point
and narrowing the binodals for increasing χ at fixed lo. To
test these predictions, we conduct large-scale Brownian
dynamics (BD) simulations [45] of macroscopically phase
separated cABPs at an array of values of χ and lo=d, with
simulation details provided in Appendix E.
The density of the liquid and gas phase was measured for

all simulated combinations of ðlo; χÞ and are tabulated in
the Supplemental Material [33]. The measured densities
follow the qualitative trend of narrowing binodals with
increasing χ, but quantitative discrepancies between theory
and simulation are prominent for the gas phase density. In
order to measure the interfacial dynamics, the instanta-
neous shape of the interface hðyÞ is extracted directly from
Brownian dynamics [12]. The stationary height fluctuations
hjh̃ðkÞj2i are then computed from h̃ðkÞ, the discrete Fourier
transform of hðyÞ. Figure 2 reveals both a collapse of the
interfacial stiffness when plotted as a function of λ and a
linear scaling with λ at high run length. This theoretical
prediction, combined with Eq. (8), implies that the product
of hjh̃ðkÞj2i and λ should collapse across all values of lo
and χ at low values of kwhere we expect our theory to hold.
We find this collapse reflected in the fluctuation spectra
measured from particle based simulation, [see Fig. 3(a)],
demonstrating that chirality only impacts the stationary
statistics by altering the MIPS critical point. Further, the
predicted k−2 is also robustly measured with statistical
uncertainty reported in the Supplemental Material [33].
Thus, the qualitative behavior of cABP interfaces is
captured by our theory.

FIG. 2. k → 0 limit of γcw (units of ζUo=d) and νodd (units of
ζUo=d2) as a function of reduced run length. Insets demonstrate
collapse of curves from normalization of γcw and νodd by kBTact

and χ, respectively.
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The odd-flow coefficient νodd may be inferred from the
power spectrum [see Eq. (10)], but in practice the measure-
ment is challenging statistically. We therefore directly
measure the odd-surface flows by recording the tangential
flux of particles, JtðxÞ, as theoretically predicted in Fig. 1(b).
νodd is finite when χ ≠ 0 and Eq. (6) implies that a net
velocity of particles will develop in the vicinity of the
interface. Our simulations corroborate this while also
revealing that the spatial profile of JtðxÞ [see Fig. 3(b)] is
qualitatively similar to that predicted by our theory [see
Fig. 1(b)]. The absence of quantitative agreement likely
stems from a combination of factors such as the employed
equations of state [33] and the broadening of the interface
due to capillary waves [46,47] not accounted for in the
theoretically predicted profiles. The equations of state may
also be responsible for quantitative discrepancies between
the measured and theoretically calculated phase diagram
(see Sec. 1.6 of the Supplemental Material [33]) and
fluctuation spectra (see Sec. 2.4 of the Supplemental
Material [33]). Nonetheless, our particle-based simulations
verify all qualitative trends predicted by our theory.
Conclusions—We derive a nonequilibrium theory of

phase coexistence, interfacial fluctuations, and odd-surface
flows for a model system of chiral active matter. We find that
chirality both reduces the effective motility and induces
nonzero currents tangential to the interface at steady state, the
latter of which emerges in the form of an imaginary term
proportional to an odd-flow coefficient νodd in the interfacial
dynamics. Despite the intriguing dynamics arising from
these odd flows, the stability of interfacial dynamics and
recovery of a surface-area minimizing principle remains
controlled by γcw. Large-scale Brownian dynamics simula-
tions corroborate our qualitative theoretical predictions. By
extending the nonequilibrium theory of phase coexistence
[25,37,38,48,49] and (linear) interfacial dynamics [13,14,27]
to parity-breaking systems, it is our hope that these perspec-
tives are now closer to describing experimentally realizable

active matter systems. A key remaining challenge towards
this goal is understanding behavior at solid boundaries in
chiral activematter [23,50,51]. Finally, we note thatMa et al.
[29] recently demonstrated that cABPs can exhibit a diffusive
instability that results in “dynamic clusters” which can
preclude the observation of MIPS. A complete stability/
phase diagram for chiral active matter, which includes both
MIPS and the dynamic clustering instability, remains an
outstanding challenge that is the subject of future work.
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Appendix A: Fokker-Planck and continuity equations—
The Fokker-Planck equation associated with Eqs. (1) is
given by

∂

∂t
fðΓ; tÞ ¼ LfðΓ; tÞ; ðA1Þ

where Γ≡ ½rNi ;qN
i � is a 4N dimensional vector and L is

the dynamical operator consistent with Eqs. (1) with

L≡XN
i¼1

"
∂

∂ri
·

 
−Uoqi−

1

ζ

XN
j≠i

Fij

!
þ∇R

i · ðDR∇R
i −ωoÞ

#
:

ðA2Þ

Here, we have defined the rotational gradient operator as
∇R
i ≡ qi × ∂=∂qi. The adjoint, L�, of L is provided in

the Supplemental Material [33]. The average of an arbitrary
macroscopic observable O is hOi¼ R dΓOfðΓ; tÞ, while
the average evolution O can be expressed as

∂hOi
∂t

¼
Z

dΓfðΓ; tÞL�O: ðA3Þ

We now define the average number density ρ≡
hPN

i¼1 δðri − rÞi. Then, the evolution of the density is
found to be [33]

∂ρ

∂t
¼ −∇ · J; ðA4Þ

where the number density flux J is
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J ¼ Uomþ 1

ζ
∇ · σC: ðA5Þ

Here, ∇≡ ∂=∂r and we have defined the polar order
density m≡ hPN

i¼1 qiδðri − rÞi and interaction stress σC

(see Refs. [14,25] for microscopic expression). The
evolution of the density is dependent on the polar order is
found to be [33]:

∂m
∂t

¼ −∇ · Jm −DRmþ ωo ×m; ðA6Þ

where we have defined a flux of polar order Jm as

Jm ¼ Uo

�
Qþ ρ

d
I

�
þ 1

ζ
κm þ 1

ζ
∇ · Σm: ðA7Þ

Here κm, Σm, are “stress” and “body force”-like contribu-
tions (see Refs. [14,25]) and we have defined the traceless
nematic order tensor as Q≡ hPN

i¼1 ðqiqi − 1
2
IÞδðri − rÞi.

The evolution of the polar order is dependent on the
traceless nematic order which evolves according to

∂Q
∂t

¼−∇ ·JQþωo

"
2Qxy Qxx−Qyy

Qxx−Qyy 2Qxy

#
−4DRQ;

ðA8Þ

where we have defined a flux of nematic order JQ as

JQ ¼UoB̃þ1

ζ
κQþ1

ζ
∇ ·ΣQ−

Uo

2
mI−

1

2ζ
ð∇ ·σCÞI: ðA9Þ

Here κQ, ΣQ, are stress and body force-like contribu-
tions (see Refs. [14,25]) and we have defined B̃≡
hPN

i¼1 qiqiqiδðri − rÞi. We find that the evolution of the
traceless nematic order is dependent on B̃. The coexi-
stence theory proposed in Ref. [25] requires a second
order expansion of the dynamic stress tensor, or equiva-
lently a third order expansion of the density flux. Because
the dynamics of the (n)th orientational moment is
dependent on the divergence of the (nþ 1)th orientational
moment, each additional level included in the hierarchy of
equation serves to increase the spatial order. Truncation of
the hierarchy of equations at the nematic order (and
approximating B as isotropic) is then sufficient for
understanding coexistence.

Appendix B: Dynamic stress—We take the stationary
limit of the conservation equations, neglect the effects
of Σm=Q (justified theoretically and numerically in
Ref. [25]), and propose constitutive relations connecting
κm=Q to the active speed ŪðρÞ [33]. In addition, following
Refs. [25,48,52], we neglect gradient contributions to the
interaction stress and approximate σC ≈ −pCðρÞI. These

approximations allow the density flux to be expressed as
the divergence of a dynamic stress tensor J ¼ ∇ · Σ=ζ,
which can further be broken into

Σ ¼ Tþ Tcross þ Todd: ðB1Þ

T is found to be

T ¼
�
−PðρÞ þ aðρÞ∇2ρþ χ

2
bðρÞ ∂ρ

∂x
∂ρ

∂y

þ χ2

8
bðρÞ

��
∂ρ

∂x

�
2

−
�
∂ρ

∂y

�
2
		

Iþ bðρÞ∇ρ∇ρ

þ χ

4
bðρÞ

��
∂ρ

∂x

�
2

−
�
∂ρ

∂y

�
2
	
ðexey þ eyexÞ; ðB2Þ

where aðρÞ and bðρÞ are defined as

aðρÞ ¼ 3l2
o

16ð1þ χ2Þ Ū
2
∂pC

∂ρ
; ðB3Þ

and

bðρÞ ¼ 3l2
o

16ð1þ χ2Þ Ū
∂

∂ρ

�
Ū
∂pC

∂ρ

	
: ðB4Þ

Tcross can be expressed compactly as

Tcross¼Txyðeyey−exexÞþχðTxxþPÞðexeyþeyexÞ;
ðB5Þ

while Todd is given by

Todd ¼
2
4 0 − χζUoloŪρ

2ð1þχ2Þ
χζUoloŪρ
2ð1þχ2Þ 0

3
5: ðB6Þ

Appendix C: Equations of state—Evaluation of the
steady-state binodals, density profiles, and tangential
fluxes requires equations of state (also provided in
Sec. 1.6 of the Supplemental Material [33]) for the
interaction pressure pCðρÞ and the dimensionless active
speed Ū. For simplicity, we choose equations of state
that capture the expected qualitative behavior while
satisfying known physical limits. For example, in the
limit of zero area fraction we demand that the
interaction pressure is zero and the dimensionless active
speed is one. In the limit of close packing (ϕ → ϕo) we
demand that the interaction pressure diverges and the
effective active speed is zero. We therefore adopt the
interaction pressure proposed in Ref. [34]:
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pCd
ζUo

¼ 8

π
ϕ2

�
1 −

ϕ

ϕo

�
−1
; ðC1Þ

where ϕ≡ πρd2=4 is the area fraction and a value of
0.9 is used for the close-packed area fraction ϕo. We use
the following form for the effective active speed:

Ū ¼
�
1þ ϕ

�
1 −

ϕ

ϕo

�
−1
	
−1
: ðC2Þ

Appendix D: Interfacial quantities—As derived in the
Supplemental Material [33], the capillary tension γcw has
the following form:

γcw¼ AðkÞ
ρsurfBðkÞ

�Z
dx

∂Ecw

∂x
∂φ

∂x
aðρÞ−

�
1−

χ2

2

�

×
Z

dx
∂Ecw

∂x

Z
dx0e−jkjjx−x0jsgnðx−x0ÞbðρÞ

�
∂φ

∂x0

�
2
	
;

ðD1Þ

where sgn is a function which returns þ1 (−1) given a
positive (negative) argument and the odd-flow coefficient
νodd was found to be

νodd ¼
AðkÞ

ρsurfBðkÞ
�
χ

2

Z
dx

∂Ecw

∂x
bðρÞ

�
∂φ

∂x

�
2

þjkjχ
Z

dx
∂Ecw

∂x

Z
dx0e−jkjjx−x0jbðρÞ

�
∂φ

∂x0

�
2

−kχ
Z

dx
∂Ecw

∂x

Z
dx0e−jkjjx−x0jsgnðx−x0ÞaðρÞ ∂φ

∂x0

	
:

ðD2Þ

We have also defined an effective drag coefficient ζeff as

ζeff ¼
ζA2ðkÞ

2BðkÞρsurf ; ðD3Þ

and the covariance of the anisotropic fluctuations ξaniso

is given by

hξanisoðk; tÞξanisoðk0; t0Þi ¼ ζeffðCðkÞ þDðkÞ þ RðkÞÞ
ρsurfBðkÞ

× ð2πÞδðt − t0Þδðkþ k0Þ: ðD4Þ

AðkÞ, BðkÞ, CðkÞ, DðkÞ, and RðkÞ are all functions
which must be evaluated numerically and have forms

detailed in Sec. 2.2 of the Supplemental Material [33].
In the above equations Ecw is the capillary psueodvariable
where EcwðρÞ≡ ∂ρEcw and EcwðρÞ is expressed as

Ecw ∼ ðŪÞχ24
�
∂pC

∂ρ

�
1þχ2

4

: ðD5Þ

The fact EcwðρÞ ≠ EðρÞ for cABPs but not standard ABPs
has clear physical interpretation. The pseudovariable used
to construct the binodals was chosen to eliminate nonlinear
gradients in the x direction while the pseudovariable used
to derive the interfacial dynamics was chosen to eliminate
nonlinear gradients in the y direction. Therefore, systems
which violate spatial parity will generally have different
pseudovariables used for deriving linear interfacial dyna-
mics and binodals.

Appendix E: Simulation details—Brownian dynamics
simulations of over 105 cABPs were conducted at each
combination of the parameters χ ∈ f0.00; 0.25; 0.50;
0.75g and lo=d∈ f75; 100; 125g. We choose Fij to
correspond to that of polydisperse hard disks [53,54] with
diameters set by a Gaussian distribution with average d
and standard deviation 0.1d such that no hexatic phases
are present and ρ can be taken as the sole order parameter
of the phase separation. Hard-disk statistics were approxi-
mated by using a WCA potential [54] with a fixed
stiffness of S ≡ ϵ=ζUodLJ ¼ 50, where ϵ and dLJ are the
Lennard-Jones energy scale and (mean) diameter, respec-
tively. The effective exclusion diameter is d≡21=6dLJ.
Upon reaching a steady state of MIPS, we run simulations
for an additional minimum duration of 6.6 × 104d=Uo.
Dynamical quantities were measured from simulations
with durations of 2.4 × 105d=Uo. All simulations were
executed using the HOOMD-Blue software package [45].
The instantaneous shape of the interface hðyÞ was mea-

sured using the algorithm developed by Patch et al. [12]
every 4.45d=Uo. h̃ðkÞ was then calculated from the
discrete Fourier transform of hðyÞ, and the average quantity
hjh̃ðkÞj2i is reported in Fig. 3(a). The average tangential
flux profiles reported in Fig. 3(b) were calculated by
measuring the average density profiles and multiplying
by the average velocity profile. We note that velocity is an
ill-defined concept for particles undergoing Brownian
dynamics, we therefore measured the y displacement of
particles over a finite period of time, i.e., ðriðt2Þ−
riðt1ÞÞ · ey=ðt2 − t1Þ, similar to the method employed by
Ref. [55]. A constant time separation of t2 − t1 ¼
4.45d=Uo was chosen.
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1 Coexistence of Chiral Active Particles

In this Section, we summarize the theory used to solve for the binodals and stationary density profile
of macroscopically coexisting phases of chiral active Brownian particles (cABPs). The theory applies
the framework of Ref. [1] which was also applied to achiral ABPs in that work.

1.1 Microscopic Equations of Motion

We consider N particles with positional degrees of freedom ri and orientational degrees of freedom
qi. Then the phase space vector Γ ≡

[
rN ,qN

]
is a 2dN dimensional vector in d spatial dimensions.

The evolution of the position and orientation of the ith particle is given by

ṙi = Uoqi +
1

ζ

N∑
j ̸=i

Fij , (1.1a)

q̇i = ωo × qi + (Ωiez)× qi, (1.1b)

where Uo is the active speed, ζ is the drag and ωo is the constant angular velocity applied to
the particles. This constant torque gives the system an overall chirality. The noise Ωi has zero
average and variance 2DRδ(t− t′)δij . We interpret Eq. (1.1b) in the Stratonovich convention, which
is necessary to preserve the modulus of qi. In the limit of vanishing noise variances, an isolated
particle here will trace out a circle with radius inversely proportional to |ωo|. By dividing the active
speed by DR, one can define the run length ℓo ≡ Uo/DR as the typical distance a particle travels
before reorienting in the limit ωo → 0.

1.2 Chiral Coexistence Hierarchy of Equations

The Fokker-Planck equation associated with Eqs. (1.1) is given by:

∂

∂t
f(Γ; t) = Lf(Γ; t), (1.2)

where f(Γ; t) is the microstate probability density and L is the dynamical (Fokker-Planck) operator
consistent with Eq. (1.1) with:

L ≡
N∑
i=1

 ∂

∂ri
·

−Uoqi −
1

ζ

N∑
j ̸=i

Fij

+∇R
i ·
(
DR∇R

i − ωo

) , (1.3)

where we have defined the rotational gradient operator as ∇R
i ≡ qi × ∂/∂qi. The adjoint of the

dynamical operator can be similarly solved for as:

L∗ ≡
N∑
i=1

Uoqi +
1

ζ

N∑
j ̸=i

Fij

 · ∂

∂ri
+
(
DR∇R

i + ωo

)
·∇R

i

 . (1.4)

The average of an arbitrary macroscopic observable O is:

⟨O⟩ =
∫

dΓOf(Γ; t), (1.5)

1



while the average evolution O can be expressed as:

∂⟨O⟩
∂t

=

∫
dΓOLf(Γ; t), (1.6)

or equivalently as:
∂⟨O⟩
∂t

=

∫
dΓf(Γ; t)L∗O. (1.7)

We now define the density ρ as ρ(r) ≡ ⟨
∑N

i=1 δ(ri − r)⟩. Then, proceeding in the same manner as
Ref. [1], the evolution of the density is found to be:

∂ρ

∂t
= −∇ ·

(
Uom+

1

ζ
∇ · σC

)
, (1.8)

where ∇ ≡ ∂/∂r and we have defined the polar order density m ≡
〈∑N

i=1 qiδ(ri − r)
〉

and interac-

tion stress σC (see Refs. [1,2] for microscopic expression). The evolution of the density is dependent
on the polar order, and an expression for the evolution of the polar order can be found in a similar
fashion:

∂m

∂t
= −∇ · Jm + (1− d)DRm+ ωo ×m, (1.9a)

where we have defined a flux of polar order Jm as:

Jm = Uo

(
Q+

ρ

d
I
)
+

1

ζ
κm +

1

ζ
∇ ·Σm. (1.9b)

Here κm, Σm, are the “stress” and “body-force”-like contributions to the flux of polar order, with
microscopic expressions given by:

κm =

〈
1

2

N∑
i=1

N∑
j ̸=i

Fij(qi − qj)δ(r− ri)

〉
, (1.10)

Σm = −

〈
1

2

N∑
i=1

N∑
j ̸=i

(ri − rj)Fijqi

∫ 1

0
dλδ (r− rj − λ (ri − rj))

〉
. (1.11)

In the expression for the polar flux we have also introduced the traceless nematic order tensor as
Q ≡

〈∑N
i=1

(
qiqi − 1

dI
)
δ(ri − r)

〉
. The evolution of the polar order is dependent on the traceless

nematic order, and an expression for the evolution of the traceless nematic order can be found in a
similar fashion:

∂Q

∂t
= −∇ · JQ + ωo ×

(
Q+

ρ

d
I
)
+
[
ωo ×

(
Q+

ρ

d
I
)]T

− 2dDRQ, (1.12a)

where we have defined a flux of nematic order JQ as:

JQ = UoB̃+
1

ζ
κQ +

1

ζ
∇ ·ΣQ − Uo

d
mI− 1

dζ

(
∇ · σC

)
I. (1.12b)

Here κQ, ΣQ, are the “stress” and “body force”-like contributions to the flux of nematic order, with
microscopic expressions given by:

κQ =

〈
1

2

N∑
i=1

N∑
j ̸=i

Fij(qiqi − qjqj)δ(r− ri)

〉
, (1.13)
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ΣQ = −

〈
1

2

N∑
i=1

N∑
j ̸=i

(ri − rj)Fijqiqi

∫ 1

0
dλδ (r− rj − λ (ri − rj))

〉
. (1.14)

In the expression for the flux of nematic order we have also defined B̃ ≡
〈∑N

i=1 qiqiqiδ(ri − r)
〉
.

Although the cross product of a second rank tensor is not defined, we have employed the following
notation to describe the object which (using indicial notation) is expressed as:

ωo ×
(
Q+

ρ

d
I
)
+
[
ωo ×

(
Q+

ρ

d
I
)]T

=

〈
ωγ
o ϵ

γωµ
N∑
i=1

(
δµαqβi q

ω
i + δµβqαi q

ω
i

)〉
. (1.15)

In the above indicial notation expression we use Latin subscripts to denote particle label and Greek
superscripts to denote spatial component. We find that the evolution of the traceless nematic order
is dependent on B̃. The coexistence theory proposed in Ref. [1] requires a second order expansion
of the dynamic stress tensor, or equivalently a third order expansion of the density flux. Because
the dynamics of the (n)th orientational moment is dependent on the divergence of the (n + 1)th
orientational moment, each additional level included in the hierarchy of equation serves to increase
the spatial order. Truncation of the hierarchy of equations at the nematic order is then sufficient
for understanding coexistence.

1.3 Approximations and Closures

The closure of the above hierarchy of equations can be greatly simplified by focusing on a system
confined to two dimensions (d = 2). In this case, the only relevant component of ωo is that in
the out-of-plane direction, which we pick to be parallel to the unit vector ez. All orientations are
constrained to the (x, y) plane. We can then write ωo = ωoez. Then two relevant inverse time
scales become apparent from Eq. (1.1): DR and ωo. We then define χ ≡ ωo/DR as a dimensionless
parameter capturing the relative strength of ωo and DR, which serves as a measure of the extent to
which spatial parity between x and y has been broken. In two dimensions, the term ωo ×m can be
rewritten as:

ωo ×m = ωomxey − ωomyex, (1.16)

and Eq. (1.15) can be rewritten as:

ωo ×
(
Q+

ρ

d
I
)
+
[
ωo ×

(
Q+

ρ

d
I
)]T

= ωo

[
2Qxy Qxx −Qyy

Qxx −Qyy 2Qxy

]
. (1.17)

We now consider the steady-state. At steady-state, the time derivative of ρ, m, and Q must all be
zero. Then the density-flux [the term in the parentheses of Eq. (1.8)] must have zero divergence.
Therefore the density-flux must be given by the curl of some vector field A. We can then express
the polar order as:

m =
1

Uo

(
∇×A− 1

ζ
∇ · σC

)
. (1.18)

We now close the hierarchy of equations by assuming the B̃ field to be isotropic:

B̃ =
1

4
α ·m, (1.19)

where α is the fourth order identity tensor represented in indicial notation by αµγνω = δµγδνω +
δµνδγω+δµωδνγ . Following Ref. [1], we also discard Σm, and ΣQ, an approximation that was found
to be accurate in achiral ABPs, and introduce the following constitutive relations for κm, κQ:

κm = −ζUo

(
1− U(ρ)

) (
Q+

ρ

d
I
)
, (1.20a)
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κQ = −ζUo

(
1− U(ρ)

)
B̃, (1.20b)

where U ∈ [0, 1] is the dimensionless active speed and is an equation of state provided in Section 1.6.
The motivation behind this constitutive law is noting that the microscopic definitions of κm and
κQ are maximal when particles are antiparallel and vanishes when particles are parallel, and thus
has similar microscopic origins to the reduction in effective swim speed [1]. Finally, as is standard
in the active particle literature [1,3,4], we ignore gradient contributions to the interaction stress and
approximate σC ≈ −pC(ρ)I, where pC(ρ) is an equation of state for the interaction pressure. By
substituting Eq. (1.18), Eqs. (1.20), and Eq. (1.19) into Eqs. (1.12); setting the time derivative of Q
to zero; and assuming that at steady states gradients in the density are orthogonal to the residual
flux ∇×A, one can solve for the components of the traceless nematic order tensor as:

Qxx = − 3

16ζDR

(
∂

∂ρ

[
U
∂pC
∂ρ

](
∂ρ

∂x

)2

+
χ

8

∂

∂ρ

[
U
∂pC
∂ρ

][(
∂ρ

∂x

)2

−
(
∂ρ

∂y

)2
]

+
χ

2

∂

∂ρ

[
U
∂pC
∂ρ

](
∂ρ

∂x

∂ρ

∂y

)
+ U

∂pC
∂ρ

∇2ρ

)
, (1.21a)

Qyy = − 3

16ζDR

(
∂

∂ρ

[
U
∂pC
∂ρ

](
∂ρ

∂y

)2

+
χ2

8

∂

∂ρ

[
U
∂pC
∂ρ

][(
∂ρ

∂x

)2

−
(
∂ρ

∂y

)2
]

+
χ

2

∂

∂ρ

[
U
∂pC
∂ρ

](
∂ρ

∂x

∂ρ

∂y

)
+ U

∂pC
∂ρ

∇2ρ

)
, (1.21b)

Qxy = − 3

16ζDR

(
∂

∂ρ

[
U
∂pC
∂ρ

](
∂ρ

∂x

∂ρ

∂y

)
+

χ

4

∂

∂ρ

[
U
∂pC
∂ρ

]((
∂ρ

∂x

)2

−
(
∂ρ

∂y

)2
))

. (1.21c)

We can now consider the evolution of the polar order [Eq. (1.9)] at steady-state:

m = −∇ ·
(
ℓoUQ+

ℓoUρ

2
I

)
+

1

DR
ωo ×m. (1.22)

Breaking up Eq. (1.22) into its x and y components results in two equations to solve for two
unknowns mx and my. Solving for mx and my then recombining into vector notation results in:

m
(
1 + χ2

)
= −∇ ·

(
ℓoUQ+

ℓoUρ

2
I

)
− 1

DR
ωo ×

(
∇ ·

(
ℓoUQ+

ℓoUρ

2
I

))
. (1.23)

The density flux is dependent on the divergence of the interaction stress and the polar order. We
have approximated the interaction stress as proportional to the interaction pressure, which is given
by an equation of state solely dependent on density. Additionally, through Eqs. (1.21), we have
closed the traceles nematic order fully in terms of the density and equations of state. We now
have an expressions for the polar order dependent only on density, the traceless nematic order, and
equations of state. Thus we have found an expression for the density flux that is fully closed in
terms of the density field:

J =
1

ζ
∇ ·

[
T+ χTcross +Todd

]
(1.24a)

T =

−P − ζUoℓoUQxx

1+χ2 − ζUoℓoUQxy

1+χ2

− ζUoℓoUQxy

1+χ2 −P − ζUoℓoUQyy

1+χ2

 (1.24b)
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Tcross =

 χζUoℓoUQxy

1+χ2 −χζUoℓoUQxx

1+χ2

−χζUoℓoUQxx

1+χ2 −χζUoℓoUQxy

1+χ2

 (1.24c)

Todd =

 0 −χζUoℓoUρ
2(1+χ2)

χζUoℓoUρ
2(1+χ2)

0

 (1.24d)

P = pC(ρ) +
ζUoℓoUρ

2(1 + χ2)
(1.24e)

1.4 Coexistence Criteria

We seek the criteria at which the system macroscopically phase separates with a planar interface.
In this limit we may restrict density gradients to be in a single direction. Picking this direction to
be ex, we demand that the flux in the x direction is zero, i.e. J · ex = 0. This constraint results in:

0 = −∂P
∂ρ

∂ρ

∂x
− ℓoζUo

(1 + χ2)

∂

∂x

[
UQxx

]
+

χUoζℓo
1 + χ2

∂

∂x

[
UQxy

]
. (1.25)

Integration of Eq. (1.25) from x = −∞ to x = +∞, and noting that the bulk phases have no
nematic order, results in:

P(ρgas) = P(ρliq) = Pcoexist. (1.26)

Indefinite integration of Eq. (1.25) results in:

P(ρ)− Pcoexist = −ℓoζUoUQxx

1 + χ2
+

χℓoζUoUQxy

1 + χ2
, (1.27)

where we have identified the constant of integration as the coexistence pressure Pcoexist. Substitution
of Eqs. (1.21) into Eq. (1.27) results in:

P(ρ)− Pcoexist =
3ℓ2o

16(1 + χ2)

(
U
)2 ∂pC

∂ρ

∂2ρ

∂x2

+

(
1− χ2

8

)
3ℓ2o

16(1 + χ2)
U

∂

∂ρ

[
U
∂pC
∂ρ

](
∂ρ

∂x

)2

. (1.28)

We now define the following constants:

a(ρ) =
3ℓ2o

16(1 + χ2)

(
U
)2 ∂pC

∂ρ
, (1.29a)

b(ρ) =

(
1− χ2

8

)
3ℓ2o

16(1 + χ2)
U

∂

∂ρ

[
U
∂pC
∂ρ

]
, (1.29b)

where substitution of these constants into Eq. (1.28) results in the compact notation:

P(ρ)− Pcoexist = a(ρ)
∂2ρ

∂x2
+ b(ρ)

(
∂ρ

∂x

)2

. (1.30)

Eq. (1.30) is in a form amenable to the macroscopic coexistence theory of Ref. [1]. We may define
the pseudovariable:

∂2E
∂ρ2

=
2b(ρ)− ∂a

∂ρ

a(ρ)

∂E
∂ρ

. (1.31)
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Substitution of Eqs. (1.29) into Eq. (1.31) and solution of the differential equation results in:

∂E
∂ρ

∼
(
U
)−χ2

4

(
∂pC
∂ρ

)1−χ2

4

. (1.32)

In the limit χ → 0, the pseudovariable recovers the same solutions as found for achiral ABPs [1,2,4].
Integration of Eq. (1.30) with respect to the pseudovariable from one binodal to the other results
in: ∫ ρliq

ρgas

[
P(ρ)− Pcoexist

] ∂E
∂ρ

dρ. (1.33)

Together, Eqs. (1.26) and (1.33) are the coexistence criteria for chiral ABPs. They represent two
equations for which two unknowns, the coexisting densities in each phase, can be solved for. Further,
as we discussed in Ref. [2] and extended to finite-size phases in Ref. [5], the coexistence criteria can
be used to solve for the density profile connecting the two phases.

1.5 Steady-State Tangential Flux

While macroscopic coexistence demands that J · ex = 0, the tangential flux J · ey may be non-zero.
For a system with no gradients in the y direction, the tangential flux is found to be:

J · ey = − Uoℓo
1 + χ2

∂

∂x

[
QxyU + χQxxU

]
+

χUoℓo
2(1 + χ2)

∂

∂x

[
Uρ
]
. (1.34)

Noting that Qxy = 0 when χ = 0, the tangential flux vanishes in the limit χ → 0. Therefore
tangential fluxes at steady state in ABPs can only be supported upon violation of spatial parity
symmetry. Substitution of the closure relations for Q [Eq. (1.21)] and the density profiles which
may be solved for using the coexistence criteria results will yield steady-state tangential flux profiles,
which we report in Figs. S.1- S.3

1.6 Equations of State

Evaluation of the steady-state binodals, density profiles, and tangential fluxes requires equations
of state for the interaction pressure pC(ρ) and the dimensionless active speed U . For simplicity,
we choose equations of state that capture the expected qualitative behavior while satisfying known
physical limits. For example, in the limit of zero area fraction we demand that the interaction
pressure is zero and the dimensionless active speed is one. In the limit of close-packing (ϕ → ϕo) we
demand that the interaction pressure diverges and the effective dimensionless active speed is zero.
We therefore adopt the interaction pressure proposed in Ref. [6]:

pCd

ζUo
=

8

π
ϕ2

(
1− ϕ

ϕo

)−1

, (1.35)

where ϕ ≡ πρd2/4 is the area fraction and a value of 0.9 is used for the close-packed area fraction ϕo.
As discussed in Ref. [6], this form of interaction pressure is proportional to the area fraction times the
value of the radial distribution function at contact. Choosing a different interaction potential would
then modify the equation of state to reflect the change in radial distribution function. Further, we
note that the function used to approximate the radial distribution function at contact was reported
for monodisperse hard disks and may not be accurate for the polydisperse hard disks simulated in
this study. We use the following form for the effective active speed:

U =

[
1 + ϕ

(
1− ϕ

ϕo

)−1
]−1

. (1.36)

6



Figure S.1: Theoretically predicted flux tangential to the interface for ℓo/d = 75 and selected values
of χ. Here ap = πd2/4 is the area of a particle and Jt = J · ey is the tangential flux.

Figure S.2: Theoretically predicted flux tangential to the interface for ℓo/d = 100 and selected
values of χ. Here ap = πd2/4 is the area of a particle and Jt = J · ey is the tangential flux.
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Figure S.3: Theoretically predicted flux tangential to the interface for ℓo/d = 125 and selected
values of χ. Here ap = πd2/4 is the area of a particle and Jt = J · ey is the tangential flux.

The ability of our coexistence theory to quantitatively predict the results of particle simulations is
highly dependent on the accuracy of our equation of states in modeling pC(ρ) and U(ρ). We do
not expect quantitative accuracy out of the above equations of state, as they are minimal functions
which satisfy relevant physical limits and have not been rigorously fit to simulation data. For
completeness, we report the values of the liquid and gas phase area fractions measured from the
simulations described in the main text and compare them to the value calculated from the theory
presented in this Section.

ℓo/d χ ϕgas
sim ϕliquid

sim ϕgas
theory ϕliquid

theory

75 0.00 0.083 0.839 0.207 0.851

100 0.00 0.064 0.844 0.180 0.860

125 0.00 0.053 0.846 0.164 0.866

75 0.25 0.089 0.841 0.212 0.849

100 0.25 0.069 0.844 0.185 0.859

125 0.25 0.057 0.846 0.169 0.864

75 0.50 0.106 0.841 0.226 0.845

100 0.50 0.084 0.845 0.198 0.855

125 0.50 0.070 0.848 0.183 0.861

75 0.75 0.133 0.840 0.247 0.838

100 0.75 0.106 0.846 0.218 0.850

125 0.75 0.089 0.849 0.205 0.854

Table S.1: Comparison between binodal values measured in simulation and predicted in theory
using the equations of state Eqs. 1.35 and 1.36.

While the qualitative trends, in particular widening of the binodal with increased ℓo and nar-
rowing of the binodal with increased χ are correct, the quantitative agreement is poor particularly
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for the gas phase binodal values.

1.7 Finite-Sized Coexistence

Thus far, we have considered macroscopic coexistence of cABPs which has an interface well approx-
imated by a flat line. In the case of a finite droplet or bubble coexisting with a surrounding fluid,
the interface will in general be circular. We therefore adapt Section 1.4 to cylindrical coordinates
and solve for the corrections to the coexistence criteria due to interfaces with finite curvature. We
will denote the density inside the circular bubble or droplet as ρin and the denity of the surrounding
fluid as ρsat. In this Section, when writing tensors in matrix form we will adopt the notation:

M =

[
Mrr Mrθ

Mθr Mθθ

]
. (1.37)

We can then write the density flux in cylindrical coordinates as:

J =
1

ζ
∇ ·

[
T+ χTcross +Todd

]
(1.38a)

T =

[
−P − ζUoℓoUQrr

1+χ2 − ζUoℓoUQrθ

1+χ2

− ζUoℓoUQrθ

1+χ2 −P − ζUoℓoUQθθ

1+χ2

]
(1.38b)

Tcross =

[
χζUoℓoUQrθ

1+χ2 −χζUoℓoUQrr

1+χ2

−χζUoℓoUQrr

1+χ2 −χζUoℓoUQrθ

1+χ2

]
(1.38c)

Todd =

 0 −χζUoℓoUρ
2(1+χ2)

χζUoℓoUρ
2(1+χ2)

0

 (1.38d)

We now consider a radially symmetric state free of flux in the r direction. Such a state has no
derivatives in the θ direction, so the components of the nematic order tensor can be solved for as:

Qrr = − 3

16ζDR

(
∂

∂ρ

[
U
∂pC
∂ρ

](
∂ρ

∂r

)2

+
χ2

8

∂

∂ρ

[
U
∂pC
∂ρ

](
∂ρ

∂r

)2

+ U
∂pC
∂ρ

∇2ρ

)
, (1.39a)

Qθθ = − 3

16ζDR

(
χ2

8

∂

∂ρ

[
U
∂pC
∂ρ

](
∂ρ

∂r

)2

+ U
∂pC
∂ρ

∇2ρ

)
, (1.39b)

Qrθ = − 3

16ζDR

χ

4

∂

∂ρ

[
U
∂pC
∂ρ

](
∂ρ

∂r

)2

. (1.39c)

We now demand that J ·er = 0. The r comoponent of the divergence of Todd will be zero, so setting
the r component of the flux results in:

0 = −∂P
∂ρ

∂ρ

∂r
− ζUoℓo

1 + χ2

∂

∂r

[
UQrr

]
+

ζUoℓoχ

1 + χ2

∂

∂r

[
UQrθ

]
+

ζUoℓoU

r(1 + χ2)
[Qθθ −Qrr + 2χQrθ] . (1.40)

We can then integrate from the interior of the domain to the surroundings and arrive at an expression
for the Laplace pressure difference:

P(ρin)− P(ρsat) =
γmech

R
, (1.41)
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where we have defined the mechanical surface tension as:

γmech =
3ℓ2o
16

(
χ2

2 − 1

1 + χ2

)∫ ∞

0
dr

[
U

∂

∂ρ

(
U
∂pC
∂ρ

)(
∂ρ

∂r

)2
]
. (1.42)

Note that a similar expression for the mechanical surface tension of achiral ABPs was found by
Ref. [5]. The mechanical surface tension of achiral ABPs can be related to the mechanical surface
tension of cABPs:

γcABP
mech =

1− χ2

2

1 + χ2
γABP
mech, (1.43)

which implies that at χ =
√
2 the mechanical surface tension of cABPs transitions from a negative

to a positive value. Eq. (1.41) is analogous to the pressure equality coexistence criterium found in
Section 1.4, but corrected to account for curvature. Similar to Section 1.4, we can find the other
coexistence crtierium by integrateing Eq. (1.40) indefinitely with respect to r:

P(ρ(r)) = − ζUoℓo
1 + χ2

U (Qrr − χQrθ)− F (r) + C. (1.44)

Here C is a constant of integration and we have defined F (r) as:

F (r) =
3ℓ2o
16

(
χ2

2 − 1

1 + χ2

)∫ r

0
dr

1

r

[
U

∂

∂ρ

(
U
∂pC
∂ρ

)(
∂ρ

∂r

)2
]
. (1.45)

When r = 0, F (r) = 0 and when r = ∞, F (r) = γmech/R. The pressure must equal P(ρsat) at
r = ∞ and P(ρin) = P(ρsat) + γmech/R at r = 0, so we can identify C as:

C = P(ρsat) +
γmech

R
= P(ρin). (1.46)

From this solution for C and by substituting the expressions for the nematic order components into
Eq. (1.44), we find:

P(ρ(r))− P(ρsat)− γmech

R
+ F (r) = a(ρ)

(
∂

∂r
+

1

r

)
∂ρ

∂r
+ b(ρ)

(
∂ρ

∂r

)2

. (1.47)

We now multiply Eq. (1.47) by ∂E/∂r and integrate from r = 0 to r = ∞:∫ ρsat

ρin

[
P(ρ)− P(ρsat)

] ∂E
∂ρ

dρ− γmech

R

(
Esat − E in

)
+

∫ ∞

0
dr

∂E
∂r

F (r) =

∫ ∞

0
dr

1

r
a(ρ)

∂E
∂ρ

(
∂ρ

∂r

)2

.

(1.48)
The integral over F (r) can be rewritten using integration by parts as:∫ ∞

0

∂E
∂r

F (r)dr = Esatγmech

R
−
∫ ∞

0

1

r
EGdr, (1.49)

where we have defined G as:

G =
3ℓ2o
16

(
χ2

2 − 1

1 + χ2

)[
U

∂

∂ρ

(
U
∂pC
∂ρ

)(
∂ρ

∂r

)2
]

(1.50)

Then Eq. (1.48) can be expressed as:∫ ρsat

ρin

[
P(ρ)− P(ρsat)

] ∂E
∂ρ

dρ =
γostρ

sat
(
E in − Esat

)
(ρin − ρsat)R

, (1.51)
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where we have defined γost, which has units of mechanical surface tension but is in general not
equal, as:

γost =

(
ρin − ρsat

)
ρsat (E in − Esat)

=

∫ ∞

0
dr

[
a(ρ)

∂E
∂ρ

(
∂ρ

∂r

)2

+ G
(
E − E in

)]
. (1.52)

Together, Eqs. (1.41) and (1.51) represent the corrections to the coexistence criteria due to interfaces
with finite curvature.

11



2 Interfacial Dynamics of Coexisting Chiral Active Particles

In this Section, we summarize the theory used to model the interfacial dynamics of coexisting phases
of chiral ABPs. First we present a fluctuating hydrodynamic description of chiral ABPs which can
be derived using the procedure reported by Ref. [2]. We then follow the process of Refs. [2, 7, 8] to
connect the stochastic description of the density dynamics to a Langevin equation for the interfacial
height. From this Langevin equation we define key quantities such as the capillary tension and odd
flow coefficient. We then perform a linear stability analysis of this Langevin equation, demonstrating
that the interfacial dynamics are stable as long as the capillary tension is positive. Finally, we
analyze the stationary fluctuations and distribution of the interface, finding that only the capillary
tension is relevant for the steady-state properties of the interface.

2.1 Fluctuating Hydrodynamics

The fluctuating hydrodynamics of achiral ABPs were derived in Ref. [2], following the procedures set
by Refs. [9,10]. These dynamics, valid when the magnitude of the flux J is small and on timescales
larger than 1/DR, can straightforwardly be extended to include the external torque Mo. Ref. [2]
found that the deterministic terms of the fluctuating dynamics would be exactly the same as those
found via the Fokker-Planck equation, except sampled by a coarse-graining kernel ∆(r− ri) rather
than ensemble-averaged. Then the fluctuating hydrodynamics of chiral ABPs is given by:

∂ρ

∂t
= −∇ · J, (2.1a)

J =
1

ζ

(
T+Tcross +Todd

)
+ ηact, (2.1b)

where T, Tcross, and Todd were provided in Section 1.3 and ηact is a zero-average noise with
covariance:

⟨ηact(r, t)ηact(r′, t′)⟩ = 2
kBT

act

ζ
(ρI− 2Q) δ(t− t′)δ(r− r′). (2.1c)

Here kBT
act ≡ ζUoℓo/2 is the athermal energy scale of the fluctuations. It is worth noting that

although Todd enters the flux, it will never affect the overall density evolution as two divergences
of an antisymmetric tensor must be zero. Despite Todd not impacting the overall density evolution,
the presence of parity-violating terms in T, Tcross such as ∂xρ∂yρ It is convenient to express T in
terms of derivatives of the density field. This can be done by substituting the closure of the traceless
nematic order Eq. (1.21) into Eq. (1.24):

T =

[
−P(ρ) + a(ρ)∇2ρ+

χ

2
b(ρ)

∂ρ

∂x

∂ρ

∂y
+

χ2

8
b(ρ)

[(
∂ρ

∂x

)2

−
(
∂ρ

∂y

)2
]]

I

+ b(ρ)∇ρ∇ρ+
χ

4
b(ρ)

[(
∂ρ

∂x

)2

−
(
∂ρ

∂y

)2
]
(exey + eyex) , (2.2)

where we have defined

a(ρ) =
3ℓ2o

16(1 + χ2)
U

2∂pC
∂ρ

, (2.3)

and

b(ρ) =
3ℓ2o

16(1 + χ2)
U

∂

∂ρ

[
U
∂pC
∂ρ

]
. (2.4)

Additionally, Tcross can be compactly expressed as:

Tcross = Txy (eyey − exex) + χ (Txx + P) (exey + eyex) (2.5)
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2.2 Interfacial Langevin Dynamics

We connect the dynamics of the density field to the dynamics of an interfacial height field via the
ansatz [11]:

ρ(r, t) = φ[x− h(y)], (2.6)

where φ is the stationary density profile solved for from the coexistence criteria. We proceed in
the same manner as Ref. [2], substituting Eq. (2.6) into Eqs. (2.1), Fourier transforming in the y
direction, and applying the Green’s function of the Laplace operator. The pseudovariable which
eliminates nonlinear terms in the interfacial dynamics is found to be different than the one used for
the generalized Maxwell construction:

∂Ecw
∂ρ

∼
(
U
)χ2

4

(
∂pC
∂ρ

)1+χ2

4

. (2.7)

The pseudovariable used to construct the binodals was chosen to eliminate nonlinear gradients
in the x direction while the pseudovariable used to derive the interfacial dynamics was chosen to
eliminate nonlinear gradients in the y direction. The terms responsible for the χ2/4 exponent in
the pseudovariable came from a term which in the flux is proportional to a difference in the squared
spatial gradients. Thus the pseudovariable must have a corresponding antisymmetry for eliminating
nonlinear gradients perpendicular to the interface as opposed to tangential to the interface. The
difference in squared derivative terms leading to this antisymmetry are only possible in systems that
violate spatial parity. Following integration with respect to Ecw, we find the following interfacial
dynamics:

ζeff
∂h

∂t
= −k2|k|γcwh− ik|k|νoddh+ ξiso + ξaniso +O

(
h2k3

)
, (2.8a)

where we have defined the capillary tension γcw, the odd flow coefficient νodd, an effective drag ζeff ,
and the noises χiso/aniso which arise from the result of the described mathematical procedure on
−∇ · ηact. The capillary tension γcw is found to be:

γcw =
A(k)

ρsurfB(k)

[∫
dx

∂Ecw
∂x

a(ρ)φ′ −
(
1− χ2

2

)∫
dx

∂Ecw
∂x

∫
dx′e−|k||x−x′|sgn(x− x′)b(ρ)(φ′)2

]
,

(2.8b)
the odd flow coefficient νodd is found as:

νodd =
A(k)

ρsurfB(k)

[
χ

2

∫
dx

∂Ecw
∂x

b(ρ)(φ′)2 + |k|χ
∫

dx
∂Ecw
∂x

∫
dx′e−|k||x−x′|b(ρ)(φ′)2

− kχ

∫
dx

∂Ecw
∂x

∫
dx′e−|k||x−x′|sgn(x− x′)a(ρ)φ′

]
, (2.8c)

and we have defined the effective drag as:

ζeff =
ζA2(k)

2B(k)ρsurf
, (2.8d)

where ρsurf ≡ (ρliq + ρgas)/2. The functions A(k) and B(k) are defined as:

A(k) =

∫
dx′
∫

dxe−|k||x−x′|φ′(x)
Ecw
∂x′

, (2.8e)
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B(k) =

∫
dx′
∫

dxe−|k||x−x′|∂Ecw
∂x

Ecw
∂x′

. (2.8f)

The noises are uncorrelated, with zero average and variances:

⟨ξiso(k, t)ξiso(k′, t′)⟩ = 2|k|kBT actζeff(2π)δ(t− t′)δ(k + k′), (2.8g)

and
⟨ξaniso(k, t)ξaniso(k′, t′)⟩ = ζeff (C(k) +D(k) +R(k))

ρsurfB(k)
(2π)δ(t− t′)δ(k + k′). (2.8h)

Here we have defined the functions C(k), D(k), and R(k) as:

C(k) =

∫ ∫
dudu′

∂Ecw
∂u

∂Ecw
∂u′

∫ ∫
dxdx′

× e−|k||u−x|e−|k||u′−x′|
(
φ′′k2a(ρ)

U
δ(x− x′)− ∂

∂x

(
φ′′a(ρ)

U

∂

∂x
δ(x− x′)

))
,

(2.8i)

D(k) =

∫ ∫
dudu′

∂Ecw
∂u

∂Ecw
∂u′

∫ ∫
dxdx′

× e−|k||u−x|e−|k||u′−x′| ∂

∂x

(
(φ′)2b(ρ)

U

∂

∂x
δ(x− x′)

)
, (2.8j)

R(k) =

∫ ∫
dudu′

∂Ecw
∂u

∂Ecw
∂u′

∫ ∫
dxdx′

× e−|k||u−x|e−|k||u′−x′|
(
(φ′)2k2χ2b(ρ)

8U
δ(x− x′)− ∂

∂x

(
(φ′)2χ2b(ρ)

8U

∂

∂x
δ(x− x′)

))
(2.8k)

Interfacial Coefficient Plots

The interfacial coefficients γcw and νodd are functions of ℓo, χ, and k. As discussed in the main
text, we expect γcw/kBT

act and νodd to collapse across all values of χ when plotted against reduced
run length λ = ℓo/ℓ

c
o − 1. We show these plots for kd/2π = {0, 0.1, 1.0} in Fig. S.4, Fig. S.5, and

Fig. S.6. The predicted collapse is most robust for k → 0 but continues to be approximately correct
even at the highest ks. In order to understand the k dependence of each coefficient, we calculate
γcw, νodd, and ζeff normalized by their k → 0 limits as a function of k for selected values of ℓo/d
and χ and show the results in Figs. S.7 S.8, and S.9. From these calculations one can appreciate
that the capillary tension converges to a value independent of k at long wavelengths, allowing for a
clean k−2 scaling to be extracted from Eq. (2.20).

2.3 Linear Stability Analysis

We now seek to determine whether the deterministic terms of Eq. (2.8a) are stable against the fluc-
tuations induced by the stochastic terms. Breaking Eq. (2.8a) into real and imaginary components,
we find:

∂Re (h)
∂t

= −k2|k|γcwRe (h) + k|k|νoddIm (h) , (2.9a)

∂Im (h)

∂t
= −k|k|νoddRe (h)− k2|k|γcwIm (h) . (2.9b)
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Figure S.4: k → 0 limit of γcw/kBT
act and νodd/χ as a function of reduced run length.

Figure S.5: γcw/kBT
act and νodd/χ when kd/2π = 0.1 as a function of reduced run length.
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Figure S.6: γcw/kBT
act and νodd/χ when kd/2π = 1.0 as a function of reduced run length.

Figure S.7: γcw as a function of k and normalized by its k → 0 limit for selected values of χ and
ℓo/d.

16



Figure S.8: νodd as a function of k and normalized by its k → 0 limit for selected values of χ and
ℓo/d.

Figure S.9: ζeff as a function of k and normalized by its k → 0 limit for selected values of χ and
ℓo/d.

17



The fixed point of these equations is Re (h) = Im (h) = 0. Then, rewriting h = 0 + δh, we find the
dynamics of a small perturbation to the fixed point as:

∂Re (δh)
∂t

= −k2|k|γcwRe (δh) + k|k|νoddIm (δh) , (2.10a)

∂Im (δh)

∂t
= −k|k|νoddRe (δh)− k2|k|γcwIm (δh) . (2.10b)

The stability of the fixed point h = 0 can then be found by solving for the eigenvalues of the
following matrix: [

−k2|k|γcw k|k|νodd
−k|k|νodd −k2|k|γcw

]
. (2.11)

This matrix has two complex eigenvalues: −k2|k|γcw ± ik|k|νodd. The real parts of these eigen-
values are negative on the condition γcw is positive. Therefore Eq. (2.8a) is linearly stable against
fluctuations provided γcw > 0.

2.4 Fluctuation Spectra

We now seek to describe the correlations of h(k). We begin with Eq. (2.8a) evaluated at +k and
multiply by h(−k):

ζeff
∂h(k)

∂t
h(−k) = −k2|k|γcwh(k)h(−k)− ik|k|νoddh(k)h(−k) + (ξiso(k) + ξaniso(k))h(−k), (2.12)

where we consider are considering low k and thus the k dependence of γcw, ζeff , and νodd are
negligible. We also consider Eq. (2.8a) evaluated at −k and multiply by h(+k):

ζeff
∂h(−k)

∂t
h(k) = −k2|k|γcwh(−k)h(k) + ik|k|νoddh(−k)h(k) + (ξiso(−k) + ξaniso(−k))h(k).

(2.13)

Adding Eq. (2.12) to Eq. (2.13) results in:

ζeff
∂

∂t
(h(k)h(−k)) = −2k2|k|γcwh(k)h(−k)+(ξiso(−k)+ξaniso(−k))h(k)+(ξiso(k)+ξaniso(k))h(−k).

(2.14)
Averaging over the noise and taking the steady state results in:

2k2|k|γcw⟨|h(k)|2⟩ = ⟨(ξiso(−k) + ξaniso(−k))h(k)⟩+ ⟨(ξiso(k) + ξaniso(k))h(−k)⟩. (2.15)

The implicit solution to Eq. (2.8a) is given by:

h(k, t) =h(k, 0)exp

[
−t
(
k2|k|γcw + ik|k|νodd

)
ζeff

]

+
1

ζ

∫ t′

0
dt′ exp

[
−(t− t′)(k2|k|γcw + ik|k|νodd)

ζeff

] (
ξiso(k, t′) + ξaniso(k, t′)

)
(2.16)

We now multiply by (ξiso(−k, t) + ξaniso(−k, t)) and average, finding:

⟨h(k, t)(ξiso(−k, t) + ξaniso(−k, t))⟩ = |k|kBT actL+
1

2
A(k), (2.17)
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Figure S.10: ν as measured from a fit of the fluctuation spectrum to ⟨|h(k)|2⟩ = Ksk
ν . ν is near

the theoretically predicted −2 for all combinations of ℓo and χ.

where we have defined:
A(k) = L

C(k) +D(k) +R(k)

ρsurfB(k)
. (2.18)

Then it is straightforward to show that:

⟨|h(k)|2⟩ = L|k|kBT act + 0.5A(k)

k2|k|γcw
, (2.19)

and in the limit kℓo ≪ 1, where A was found to be negligible [2]:

⟨|h(k)|2⟩ = LkBT
act

k2γcw
. (2.20)

Simulation Spectra

As discussed in the main text, we measure Eq. (2.20) from particle-based simulation and plotted the
results in Fig. 3. We fit the measured fluctuation spectra to the power law form ⟨|h(k)|2⟩ = Ksk

ν

in order to extract a scaling with k. We repeated this calculation after splitting all simulation data
into five evenly sized time epochs and calculated the standard deviation of the ν fit between the
five epochs. The average result of ν and associated errorbars are plotted in Fig. S.10. Additionally,
we compare the simulation spectra to that predicted by Eq. (2.20) and show the results in Fig. S.11
While the quantitative agreement is poor, likely due to our crude equation of state, the qualitative
scaling and collapse across all values of ℓo and χ upon multiplication by λ are in agreement.

2.5 Power Spectrum

In order to determine dynamical information and the role of νodd, we now solve for the power
spectrum. We will do so by Fourier transforming in time:

iωζeffh = −|k|3γcwh+ ik|k|νoddh+ χ̃iso + χ̃aniso, (2.21)
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Figure S.11: ⟨|h̃(k)|⟩λ as measured from simulation and predicted by Eq. (2.20).

where the noise correlations of χ̃ are the same as their time-space counterparts but with δ(t − t′)
switched with δ(ω+ω′). We can now rearrange the time Fourier transformed evolution equation to
find:

h(k, ω)
[
|k|3γcw + i (ωζeff + k|k|νodd)

]
= χ̃iso + χ̃aniso. (2.22)

Now we multiply both sides of the above equation by its own complex conjugate (h(−k,−ω)) and
average over the noise, resulting in:

⟨|h(k, ω)|2⟩
[
|k|6γ2

cw + (ωζeff + k|k|νodd)2
]

= ⟨χ̃iso(k, ω)χ̃iso(−k,−ω)⟩+ ⟨χ̃aniso(k, ω)χ̃aniso(−k,−ω)⟩. (2.23)

Substituting the noise correlations [Eqs. (2.8g) and (2.8h)] into Eq. (2.23) results in:

⟨|h(k, ω)|2⟩
[
|k|6γ2

cw + (ωζeff + k|k|νodd)2
]
= 2|k|kBT actζeffLΓ + ζeffLA(k), (2.24)

and in the limit kℓo ≪ 1 where A is negligible the power spectrum reduces to:

⟨|h(k, ω)|2⟩ = 2|k|kBT actζeffLΓ

|k|6γ2
cw + (ωζeff + k|k|νodd)2

(2.25)

The fluctuation spectra can be recovered via:

⟨|h(k)|2⟩ = 1

2πΓ

∫ ∞

−∞
dω⟨|h(k, ω)|2⟩ = 1

2πΓ

∫ ∞

−∞
dω

2|k|kBT actLΓ

ζeff

[
|k|6γ2

cw

ζ2eff
+
(
ω + k|k|νodd

ζeff

)2] . (2.26)

The above can be straightforwardly integrated by changing variables to ω′ = ω+ k|k|νodd/ζeff , and
noting that: ∫ ∞

−∞
dx

1

a2 + x2
=

π

a
. (2.27)
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The resulting expression for the fluctuation spectrum is then:

⟨|h(k)|2⟩ = |k|kBT actL

ζeffπ

π
γcw|k|3
ζeff

=
kBT

actL

γcwk2
. (2.28)

This is consistent with the fluctuation spectrum found in the previous section.

2.6 Distribution

We now wish to determine whether the linearized interfacial dynamics exhibit surface area minimiz-
ing statistics in the steady-state. We do so by solving for the Fokker-Planck equation corresponding
to Eq. (2.8a). Breaking Eq. (2.8a) into real and imaginary parts, recognizing that the noise variance
is real, and following the arguments of Zwanzig [12] results in:

∂P [h]

∂t
=

∂

∂h
·

[(
k2γcw kνodd
−kνodd k2γcw

)
·
(

Re (h)
Im (h)

)
P [h] +

((
LkBT

act + A
2|k|

)
∂P

∂Re(h)

0

)]
, (2.29)

where we are expressing h ≡ [Re (h) , Im (h)]. We now demand that the steady-state solution has no
probabilistic flux at the boundaries, so our coupled PDE can be reduced to a system of equations,
one of which being: (

−kνoddRe (h) + k2γcwIm (h)
)
P [h] = 0. (2.30)

This implies that at steady-state,

Im (h) =
νoddRe (h)

kγcw
. (2.31)

We can substitute in this steady-state relation to the remaining equation, which is now an ordinary
differential equation:(

k2γcw +
ν2odd
γcw

)
Re (h)P [h] +

(
LkBT

act +
A
2|k|

)
∂P [h]

∂Re (h)
= 0 (2.32)

The solution of this differential equation is:

P [h] ∼ exp

− 1
2

(
k2γcw +

ν2odd
γcw

)
Re (h)2

LkBT act + A
2|k|

, (2.33)

and substituting in the steady-state relationship between the imaginary and real components of h
allows one to find:

P [h] ∼ exp

[
− k2γcw|h|2

2LkBT act + A
|k|

]
. (2.34)

In the limit kℓo ≪ 1, where A was found to be negligible [2], the distribution takes on the simple
Boltzmann form:

P [h] ∼ exp

[
−k2γcw|h|2

2LkBT act

]
, (2.35)

recovering a surface-area minimizing Boltzmann distribution even in the presence of chirality.
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3 Supporting Media

Each video listed below displays the instantaneous interface determined from a Brownian dynamics
simulation of cABP phase separation at a specified activity and chirality. The semi-transparent
magenta region corresponds to the liquid phase while the uncolored region corresponds to the gas
phase. In each video, the instantaneous interface was computed using a cubic grid of points with
a uniform spacing of 0.89 d

hs
and a coarse-graining length of ξ/dhs = 1.78. In each video, the

instantaneous interface was computed using the algorithm developed by Patch et al. [13]. This
method first employs a clustering algorithm to determine the particles within the liquid phase, then
sorts each liquid particle into bins by its y coordinate. The x coordinate of the three particles with
the highest x coordinate in each bin were then averaged, giving the location of the right interface
corresponding to the y value associated with the bin. The x coordinate of the three particles with
the lowest x coordinate in each bin were then averaged, giving the location of the left interface
corresponding to the y value associated with the bin. Each frame is separated by a duration of
4.45 dhs/Uo and the videos are played at a rate of 100 frames per second. All videos are publicly
available at the following URL:
https://berkeley.box.com/s/7befhar83g2nnl3ci8sdt7rkc6hb3aqh

• [interface_75LR_0chi.mp4]:
Instantaneous interface dynamics with an activity of ℓo/d = 75 and a chirality of χ = 0.

• [interface_75LR_025chi.mp4]:
Instantaneous interface dynamics with an activity of ℓo/d = 75 and a chirality of χ = 0.25.

• [interface_75LR_05chi.mp4]:
Instantaneous interface dynamics with an activity of ℓo/d = 75 and a chirality of χ = 0.5.

• [interface_75LR_075chi.mp4]:
Instantaneous interface dynamics with an activity of ℓo/d = 75 and a chirality of χ = 0.75.

• [interface_100LR_0chi.mp4]:
Instantaneous interface dynamics with an activity of ℓo/d = 100 and a chirality of χ = 0.

• [interface_100LR_025chi.mp4]:
Instantaneous interface dynamics with an activity of ℓo/d = 100 and a chirality of χ = 0.25.

• [interface_100LR_05chi.mp4]:
Instantaneous interface dynamics with an activity of ℓo/d = 100 and a chirality of χ = 0.5.

• [interface_100LR_075chi.mp4]:
Instantaneous interface dynamics with an activity of ℓo/d = 100 and a chirality of χ = 0.75.

• [interface_125LR_0chi.mp4]:
Instantaneous interface dynamics with an activity of ℓo/d = 125 and a chirality of χ = 0.

• [interface_125LR_025chi.mp4]:
Instantaneous interface dynamics with an activity of ℓo/d = 125 and a chirality of χ = 0.25.

• [interface_125LR_05chi.mp4]:
Instantaneous interface dynamics with an activity of ℓo/d = 125 and a chirality of χ = 0.5.
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• [interface_125LR_075chi.mp4]:
Instantaneous interface dynamics with an activity of ℓo/d = 125 and a chirality of χ = 0.75.
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